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Abstract. - In t h i s  work we are concerned with the solution of the 
d i f f e ren t i a l  equations (1) t o  which E. & r t l e r  w a s  l ed  by h i s  assumption 
of a three-dimensional i n s t ab i l i t y  of the two-dimensional stagnation- 
point flow (see preceding paper). These different ia l  equations can be 
solved i n  a region q > qo where, for the function F occurring i n  the 
coefficients, i t s  asymptotic form may be s rbs t i tu ted  with the boundary 
conditions satisfied at inf ini ty .  In order to  determine the eigenvalues 
the solutions for  q - > qo and q ,< qo must agree at the point q = qo. 
W e  f irst  consider the neutral  disturbances (f3 = 0). 
method it was found tha t  all zz values i n  the  interval  0 < z2 < 1 are 
eigenvalues, 
ZGich, the interval  w a s  further scanned for eigenvalues up t o  
However, no additional eigenvalues were found. Further, it w a s  shown 
tha t  i n  addition t o  the neutral  disturbances, t rue  unstable disturbances 
a.lso ex i s t .  

l-i 
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By the ana;lytical 

With the program controlled 2 4 computer at the E.T.H. 
a2 = 5. 

In the eigenvalue problem, which leads t o  the assumption of a 
three-dimensional i n s t ab i l i t y  of the stagnation-point flow, we &are deal- 
ing with the system of different ia l  equations (as shown by H. Hrtler 
i n  the  preceding paper). 1 

L[u] = ~ F ' u  - F"v 

L [v" - 2 v l  = L[u'J 

*"Zur Instabi l i tgts theorie  der ebenen Staupunktstrgmung. " 50 Jahre 
Grenzschichtforschung, fiiedr. Vieweg & Sohn (Braunschweig), 1955, pp. 
315-327. 

'For simplicity, the disturbance amplitude functions denoted as u l  
and vl by G r t l e r  are here denoted as u and v. 

E-ll0 
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with the operator 

These d i f fe ren t ia l  equations are t o  be solved under the following bound- 
ary conditions : 

u(0) = v(0) = v'(0) = 0, 

u(-) = 0, v(7) = O(T) f o r  q-, a, vl(-) = o 
W e  are interested i n  the solutions for  real posit ive values of a ( i . e . ,  
posit ive values of  the eigenvalue parameter -2 a, ). 3 

F(q) is  a numerically given function, fo r  which i n  q > q, (7 = 4): 
0 - 

F ( d  = 11 - c c = 0.6479004 

F' = 1 (2) 

F" = 0 

[NACA note: 
ment.] Furthermore, F(0) = F'(0) = 0 and F(?) monotonically approaches 
the asymptotic form (eq. ( 2 ) ) .  

There are  two equations numbered ( 2 )  i n  the or iginal  docu- 

When written, the system (l), after simple transformation, reads 

U" + Fu' - ( Z F '  + a2)u = -F"v 

urv + Fv"' + (F' - 2G2)v'' - G?F' - F")v' + 

[E2@ - F ' )  + F"]v = ~ ( F ' u ) '  

11. m SoLUTlom u(q) 

(3) 

We sha l l  first sa t i s fy  the equations (1) i n  the in te rva l  
fo r  the boundary conditions sa t i s f i ed  at inf in i ty .  
these solutions (outer solutions), agree with the solutions i n  the 

7 > '1, - 
The requirement t ha t  

'First, we consider the neutral  disturbances @ = 0), and return t o  
the unstable disturbances fi > 0) i n  section VIII. 
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i n t e n d  7 u - % 
a condition for  the eigenvalues a . 

(inner solutions) at  the point 7 = q d  ~ u 1  give us 
-2 

se t t i ng  

-2 Q = v" - U Y  - u' 

a q - c = r ,  - -  a- ' -  

we write the following equations (1) for y > ro (corresponding t o  - 
7: 7 J :  

u" + yu' - (G2 + 2)u = 0 

g" + yg' - G~ - l ) g  = o 
v" - G2v = Q + u' 

v+) = 0 

4 uG-1 = 0 dr) = OW 

The first two of equations (4) are of the type 

y" + w' + by = 0 

According t o  reference 1, p. 475 (10) the general solution of t h i s  
d i f f e r e n t i d  equation is  

where 

h this report the symbol o( ) refers  t o  the behavior at in f in i ty .  
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and where, as usual, 

1 1 4 m  2 -?z 
e %,m(z) = z lFl($ + m - k; 2m + 1; z 

with 

denoting the Kummer confluent hypergeometric function. 

Setting 

a = 1, b = -G2 + 2)' 

the general solution of the first of the differential equations (4) is 
thus found to be 

In order to satisfy the boundary condition u(-) = 0 
asymptotic behavior of lF1. 

we must know the 



(t +r (-l)v a. . .(a + V  - 1)(a - b + 1). . .(a - b + v 
v=l !Z 

J 

v! zv 

and, therefore, 

[ +r(-l)v +. . .(v +-) E 2 + 2  E 2 + 3  -. 2 . . ( v + + . .  - 

u s 1  v!($ .Z)v 
1 $+l - 2 e  ! 9 (p- p 2 + 2  E2 + 2 -! 2 

5 

E2 + 3 a2 + 1) E2 - . . .  + 4 ( v + -  3+zi\ +T(-.,. 2 * - (v  + - 2 2 +  

v!($ r2)Y 1 
-2 a +2 - (- $)! L$ 

e (+) ~ ~ + 2  
a2 + 1 -! 2 

. .(. -- -2 --. 2 . .(v-+j 
a 2 + ?( a2 + 2, 

v ! ( $  r2)v 
v =1 
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Since the corresponding ser ies  with the factor  e “I2 of the two 
expansions (eq. (6) )  -me identical ,  we have 

-2 a2+2 ’ - a +1 - 
M 

- 1  1 2 (- a): 2 
I l im p 2 + 2  (1 + o(1)) 
P P 
0 

z 2 + 2  
2 .  2 .  

By set t ing the first brackets equal t o  zero, t ha t  is, by determining B 
as 

we obtain 

Thus, the  solution of the first d i f fe ren t ia l  equation of equations 
(4) under the single boundary condition u(w)  = 0 i s  

Therefore, 

111. THE CTEmRAL soLu!rIom v(r)  

For the genera3 solut on of the s cond equation of equations (4) it 
i s  necessary t o  replace (E 3 + 2) by (E’ - 1) in equation (5), 
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I 

and with this  g(y) the d i f fe ren t ia l  equation 

v" - E2 = g + u' 

is  t o  be solved under the boundary conditions 

This w i l l  be done by the variation of constants method. 

A fundamental system of the homogeneous part of equation (10) is  - - 
e q ,  e-a)'. 
therefore, 

The general solution of d i f fe ren t ia l  equation (10) is, 

- - 
v(r) = K*e* + Le* + cl(r)ew + ~ ~ ( y ) e ' ~  

where 

and the Wronskian is W = -2a; hence, 

W e  investigate the asymptotic behavior of solution (ll). For t h i s  
purpose w e  first require 
;ec. z). If  

u' (r), which i s  computed by the ?ormula (see 
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(p,a constants),  then 

According t o  equation (8) w e  have 
1 2  

--Y 2 ~ ' ( y )  = -Ae 

-2 a + 1  
2 r l F l r l  3; $; $r2) - l F l p  2 + '* ? p Z r  E2 - 
2 

hence 
5 

-7Y 1 2  
U'(Y) = - Ae 1 + o(1) 

5Moreover, we have ho(z) E Xl(E) .  
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Further, 

cu 
I 

5 

7i2 - 1 ( . . . y+- 

v!($ +gv 

( -2 a - 2) ("- $)( E2 - 1) * . . (v-+))  

2 
- - . . .  2 [E v=l v!(+ rZ>V 
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Thus, the asymgtotic integration of the sum (g + u ' )  occurring under the 
integrands i n  equation (11) i s  

where the constants C and D are  s t i l l  undetermined. 
Q) 

Since the integral  (g + ~ ' ) e - ' ~  d t  ex is t s  f o r  every value 
- YO 
a > 0 we can replace expression (U) with 

IV. SATISFYING TEE l?OUNDARY COIJDTJ?IONS FOR 0 < E2 < 1 

We assert the following conditions: If i n  equation (13) we choose 

we cause the term with e* t o  drop out. 
determined s a t i s f i e s  the boundary conditions 
f o r  y +  0 0 ,  i f ,  i n  addition, 0 < Ti2 < 1. 

The solution v(y) thereby 
v(r)  = o(y), and ~ ' ( y )  + 0 

Namely, w e  have 
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Further, w e  have 

' 4  0 

r: w 

.u 
0 
d 
P 
cu 
I 
c, 
0 

I -  

As we have just shown, the solution 

(14) 
satisfied the first boundary condition. We have 

With the same considerations as given previously, the second boundary 
condition v'(c0) = o is sa t i s f ied  for o < ~2 < 1. 

V. SATIsF'YlXG TEE BouRDARY CORDITIONS Fow a2 > 1 
3 

If E2 > 1, the two boundary conditions for  v ( r )  cannot be satis- 
f i ed  without-determining another of the  free constants C, D, and L. 
For t h i s  purpose i n  equation (9) we must p p  the part of the asymptotic 
development of Q not decreasing as e -r l2 by determining C as a 
function of D amiLogously t o  what was  done in  deriving equation (7).  
This i s  attained through 

$ 4 ,  
c =  -w-2 2 .  

a - 2 .  
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0 
t-l 

w r;l 

Owing t o  the continuity of the coefficients of t h i s  system i n  
0 f q 5 qo, the Lipschitz condition i s  en t i re ly  sa t i s f i ed  i n  t h i s  inter-  
val; therefore, six l inear ly  independent fundamental solutions of the 
system (15) ex is t  i n  th i s  in te r ior  region. 

In order t o  connect the outer and inner solutions at q = qa, it 
is required tha t  (qo = r0 + c)  

lJi (v0)  = U * h o )  Vi(90) = v,(rl*) 

The requirements of the  connecting outer and inner solutions and 
the  as yet unsatisfied boundary conditions for the inner solutions at 
q = 0 represent nine cmditions.  These are nine homgeneous equations 
fo r  the s i x  constants of the inner solutions and the s t i l l  f r ee  constants 
of the  outer solutions. 
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Let us again consider the interval  0 < E2 < 1. For each choice of 
L)  are available Z2 

from the external solutions. Thus, for  each E2 i n  0 E2 < 1 we have 
t o  sa t i s fy  nine homogeneous equations for  a t o t a l  of t en  unknowns; t h i s  

eigenvalues. 

i n  t h i s  interval  four f r ee  constants (A, C,  D, and 

'1s a l w a y s  possible. I n  t h i s  way values 0 < E2 < 1 form a continuum of 
6 

The question now ar i ses  whether there  are also eigenvalues among 
We m u s t  modi0 our considerations adduced in the the values E' > 1. 

preceding paragFaphs because we only have three fur ther  constants of the 
external solutions at our disposal. This leads t o  nine homogeneous equa- 
t ions  f o r  nine unknowns. The question as t o  the so lubi l i ty  of t h i s  sys- 
tem, without the aid of numerical methods, can only be answered i f  we 
know a fundamental system of equation (15). For this reason, our eigen- 
value problem w a s  attacked numerically. 

V I I .  NUMERICAL INVESTIGATIONS W r m A  TEE Z 4 COMPUTER 

The Ins t i t u t e  f o r  Applied Mathematics of the E. T. H. ZGich 
(directed by D r .  E. S t i e f e l )  has kindly taken over the problem. 
the guidance of D r .  H a y ,  the interval  
with the a id  of the program-controlledZ 4 computer. 
on the Z 4 was preceded by fur ther  extensive theoret ical  investigations 
under D r .  Mjjhly, whom I also thank fo r  h i s  suggestions i n  regard t o  the 
preceding considerations. 

Under 
0 c E2 < 5 w a s  investigated 

The computation 

Since a more accurate presentation of the work done i n  &rich would 
extend far beyond the l imitat ions of the present report, we r e s t r i c t  
ourselves here t o  a br ief  summary and mentioning of the results achieved. 

Star t ing with 7 = 5, the integration of d i f f e ren t i a l  equations (1) 
toward zero w a s  begun with steps of 0.2. The value q = 5 w a s  found 
favorable f o r  the s t a r t i ng  point of the integration because a value of 
q w a s  t o  be chosen at which the asymptotic properties and the solutions 
of t he  d i f fe ren t ia l  equations are sa t i s f i ed  with suff ic ient  accuracy, 
while the integration toward zero involves small errors.  

As previously shown, three of the exponentially r i s ing  fundamental 
solutions are available. These solutions are combined l inear ly  i n  such 
a manner tha t  u(0) = v(0) = 0. For u E O ,  v ZO, and g z 0 not t o  
be obtained from the d i f f e ren t i a l  equations (l), a t  l e a s t  one of the 

60n the  basis of a heuris t ic  consideration Dr. Mijhly f i r s t  expreseed 
the theory t h a t  'all 0 < 7Z2 < 1 values are eigenvalues. 
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three values 
Accordingly, i n  order t o  sa t i s fy  the t h i r d  boundary condition 
at l e a s t  one of the three magnitudes 

g(O), g'(O), and u'(0) must be different from zero. 
v' (0), 

must vanish. 
computation for variously chosen values of E . These tests were conducted by r p e a t e d l y  carrying out the 

The evaluation showed tha t  no eigenvalues ex i s t  in the in te rva l  
0 -c Z2 < 5 
towardhf'inity, are admitted. 
vestigated. ' As shown previously, the continuously distributed eigen- 
values i n  o < 1 give a w e m y  decreasing power solution in ddi- 
t i o n  t o  these solutions fa l l ing  exponentially toward inf ini ty .  

if only fundamental solutions, which drop exponentially 
The region E2 > 5  has not yet been in- 

VIII. UIVSTABLE DISTURBAR[;'ES 

The question a r i ses  whether i n  addition t o  the neutral disturbances 
(s = 0) thus far considered, unstable disturbances (g > 0) also exis t .  
The d i f f e ren t i a l  equations of such unstable disturbances are obtained 
from equation (1) if  the operator 

is  applied. 
case 
and > 0 for which 0 < + a2 < 1, so tha t  all these values form 
eigenvalue pairs.  However, nothing can be said as t o  the existence of 
such eigenvalue pa i rs  i n  the interval  

9 numerical computations M u s t  be carried out anew i n  a suitable manner. 

With the same considerations tha t  we have adduced for the  
p = 0, it can be shown tha t  solutions ex i s t  f o r  all values a > 0 
- 

+ E2 > 1. For t h i s  reason the  - 

7The introduction of these fractions w a s  found very useful in set- 

%rom physical considerations, additional eigenvalues for z2 > 5 
(This means very small vortex dimensions.) 

'Similarly, fo r  damped disturbances @ < 0) a l l  values 

t i ng  up the computer program. 

are  hardly to  be expected. 

form eigenvalue pairs .  
i n t e re s t  can here be stated.  

O <  e + E2 
However, further resu l t s  t ha t  axe only of small 

1 
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M. PROOF OF FOFMJLA (12) 

then 

From the ser ies  

lFl(a;b;z) = 1 + - a z + bF a a + 1) z+ z2 . . . 
b 

it i s  seen tha t  

d a 
b 1F1(a;b;z) = - 1F1(a + 1; b + 1; z )  

so t h a t  

d 1 2  

- dr 1F1 ( a; b; r ) = r ~ l F l ( a + l ; b + l ; ~ y  
We then have 

U s i n g  the recursion formula (ref. 2, p. 271, 3) 

a 1F1(a + 1; b + 1; z )  = (a  - b)lFl(a; b + 1; z) + b 1Fl(a; b; z) 
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replace a by (a - 1/2), so tha t  

1 b = -0 2' 

In the  recursion formula (ref. 2, p. 271) 

z l F l ( a  + 1; b + 1; Z) = b lF l (8  + 1; b; z) - b 1Fl(aj  b; z) 

replace a by (a - 1) , so tha t  

In the recursion formula (ref. 2, p. 271, 3) 

a lFl(a + 1; b + 1; z) = (a - b)lFI(a; b + 1; z) + b lFl(a; b; z )  

replace a by (a - l), so tha t  
s 

3 b + l = - '  2' 
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